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Abstract Much research attention on crowd work is paid to the development of
solutions for enhancing microtask crowdsourcing settings. Although decomposing
difficult problems into microtasks is appropriate for many situations, several prob-
lems are non-decomposable and require high levels of coordination among crowd
workers. In this chapter, we aim to gain a better understanding of the macrotask
crowdsourcing problem and the integration of crowd-Al mechanisms for solving
complex tasks distributed across expert crowds and machines. We also explore some
design implications of macrotask crowdsourcing systems taking into account their
scaling abilities to support complex work in science.

5.1 Introduction

In recent years, we have seen a flourishing of crowd-powered systems intended to
support computer-hard tasks that cannot be solved by simple machine algorithms (Li
etal. 2016). A large body of work exists around the integration of human inputs into
microtask crowdsourcing environments (Lasecki 2014). Consistently, many studies
attempt to tackle tasks that can be easily decomposed into simpler subtasks and
accomplished independently (Cheng et al. 2015). With the growth of expert crowd-
sourcing settings comprising non-decomposable macrotasks, there is an increasing
need to support complex work (Schmitz and Lykourentzou 2018). Such open-ended
worker inputs often implicate a high level of dependency and expertise (Zakaria and
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Abdullah 2018). In particular, macrotasking projects go beyond data processing to
produce new information through social interaction among crowd members (Walsh
etal. 2014). The crowdsourcing tasks in this line of work need contextual information
and can imply overheads regarding the increasing levels of coordination required to
generate information socially. Haas and colleagues (2015) go even further by argu-
ing that “a key challenge in macrotask-powered work is evaluating the quality of a
worker’s output” due to the absence of an aggregation method in which the inputs
of the crowd can be easily combined and evaluated. In this sense, we should state at
the outset that supporting macrotasks is particularly challenging and there is still a
need to identify new pathways along which complex crowd work can be effectively
accomplished.

This work furthers an existing strand of research in leveraging collaborative efforts
between humans and machine agents to handle the complexity of the work that can
be performed by IT-mediated crowds in science. Crowdsourcing has been success-
fully used as a tool for supporting scientific research (Law et al. 2017), and research
problems of massive scale can be distributed among a sizeable pool of experts and
volunteers who contribute actively by handling massive quantities of assorted data
(Hochachka et al. 2012). Researchers attempting to perform complex scientific tasks
(e.g., systematic literature reviews) usually decompose them into smaller, more man-
ageable chunks of work that can be used to generate training data for Al algorithms
(Krivosheev et al. 2018). Such small-scale scientific work settings must be further
expanded to incorporate the untapped potentials of combining crowd interactions
with automated reasoning at a large-scale given the value of the crowd-Al integration
to produce large amounts of data and attain novel discoveries on multivariate topics.
Adding on to this line of inquiry, this chapter explores some theoretical underpin-
nings of crowd-Al hybrids in the context of complex work while depicting a research
agenda with a vast set of gaps reported in the literature.

The rest of this chapter proceeds as follows. In Sect. 5.2 we present some back-
ground on macrotask crowdsourcing and hybrid machine-crowd interaction in the
context of scientific work. In this section, we also illustrate examples of current sys-
tems and frameworks intended to support expert crowdsourcing. In Sect. 5.3, we
describe some design claims and general aspects of crowdsourcing and Al appli-
cations found in the literature. We close in Sect. 5.4 with some remarks and future
directions on the combination of crowd-computing hybrids.

5.2 Macrotask Crowdsourcing in Science: From HCI
to Hybrid Crowd-Machine Applications

As the number of publications continues to increase, discovery, and acquisition of
useful scholarly data from academic literature impose several challenges (Dong et al.
2017). In addition, a large amount of resources are usually spent on research prac-
tices (Rigby 2009). Crowd science can be a trustworthy solution for tackling scientific
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problems that are beyond the capabilities of computer algorithms by engaging aca-
demic researchers and nonprofessional scientists (Franzoni and Sauermann 2014).
Although several research studies have demonstrated the potential uses of crowd-
sourcing in science, many researchers are still reluctant regarding the adoption of
crowdsourcing (Law et al. 2017). Researchers have been studying crowdsourcing as
a way to reduce the cost and speed of a research project while enhancing the quality
of the work (Ranard et al. 2014; Tsueng et al. 2016). On the other hand, reviews of
the prior research on crowdsourcing show that there are some challenges on scaling
up complexity maintaining high-quality responses (Barowy et al. 2012). Human-
Computer Interaction (HCI) reaching a high level of engagement over time is another
concern in crowd science (Nov et al. 2014). Past research in HCI has explored the
use of platforms like Amazon Mechanical Turk (AMT)! for crowdsourcing research.
For example, Good et al. (2014) recruited nonscientists to identify disease concepts
in biomedical paper abstracts and showed that crowd-powered systems can be a reli-
able instrument for creating annotated corpora. Basing their approach on the general
assumption that crowd annotations can be of equal (or even better) value when com-
pared to experts, several authors have used AMT to systematically evaluate scientific
literature (e.g., Brown and Allison 2014; Mortensen et al. 2017; Krivosheev et al.
2017). Nevertheless, very little is known about the adoption of alternative platforms
such as Prolific Academic’ and Crowdcrafting® for crowdsourcing research (Peer
et al. 2017). While this is an obvious limitation, there are several reasons why this
fact may be acceptable. In comparison to other crowdsourcing platforms used for
research, these platforms usually lack a large and active user base and a suitable API
to programmatically access the platform’s functionalities.

As previously noted, crowdsourcing tasks can be categorized into microtasks and
macrotasks (Luz et al. 2015). Microtask-level settings are characterized by repetitive
tasks that are simple for individuals to perform (e.g., image labeling). Such tasks
comprise context-free units of work, do not require special skills, and the reward for
each task is usually small (Xie and Lui 2018). In macrotasking, requesters create
high-level tasks without microtask decomposition while paying workers fair hourly
wages (Marcus and Parameswaran 2015). In the literature, there are several exam-
ples of expert crowdsourcing systems and general online macrotask-powered work
platforms (see Table 5.1). As the table shows, these tools differ from microtasking
platforms due to their focus on solving innovative and complex tasks that require
high levels of expertise to complete. In contrast to AMT, expert crowdsourcing plat-
forms allow requesters and workers to participate in persistent one-on-one discus-
sions (Salehi et al. 2017). The macrotasks supported by these platforms are usually
freeform and large in the sense that they need a vast amount of time to complete.

Macrotasks have particular dependencies, changing requirements, and require
expert skills and varied types of expertise. In addition, they are socially mediated
in the sense that they require collaboration and may take more time to complete

Uhttps://www.mturk.com/.
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(Schmitz and Lykourentzou 2018). In macrotasking settings, requesters reward work-
ers according to the quality of the evaluated solution. In this sense, a requester will
only give a large reward to a worker if the quality of the solution is high. Workflows
are needed to facilitate the decomposition of tasks into subtasks, management of
dependencies between subtasks, and assembly of results (Kittur et al. 2013). Current
approaches do not encompass human factors in assessing the quality of the solution,
do not address the challenge of free riding of workers, nor denial of payment of
requesters (Xie and Lui 2018). Macrotask crowdsourcing for complex work cannot
be realized by using simple parallel approaches like aggregating multiple indepen-
dent judgments through voting since macrotasks are difficult to be decomposed and
require sharing of contextual information. As argued by Niu et al. (2018), a crowd
may need to build its own team for solving complex tasks.

Research is beginning to emerge in exploring ways to optimize macrotasking
scenarios. Retelny and co-workers (2014) proposed flash teams, a framework that
relies on expert crowdsourcing for solving tasks that require deep domain knowl-
edge. Recently, Valentine and colleagues (2017) extended this expert crowd work
framework to flash organizations, an approach where crowds are “structured like
organizations to achieve complex and open-ended goals”. CrowdForge (Kittur et al.
2011) is another example of a framework for executing complex tasks that incor-
porates some level of automation in the coordination process (Garcia-Molina et al.
2016). In the same vein, Prism (Walsh et al. 2014) was introduced as a system with a
shared digital space in which crowd workers can provide creative contributions and
interpretations of texts. Argonaut (Haas et al. 2015) is perhaps one of the most widely
known examples of a macrotask crowdsourcing system introduced in the literature.
The system is intended to support context-aware data processing tasks through a
hierarchical review scheme. Platforms such as Crowd (Chettih et al. 2014), Wish
(Kulkarni et al. 2014), MobileWorks (Kulkarni et al. 2012), and Data Tamer (Stone-
braker et al. 2013) also represent the vast range of solutions that leverage a crowd of
domain experts to carry out macrotasks.

The ongoing stream of publications about macrotasking also suggests the use of
such applications for learning and research purposes. Crowd4U (Morishima et al.
2012) is a complex data-centric crowdsourcing system that supports collaborative
tasks by enabling task decomposition and assignment. Furthermore, CrowdSCIM
(Wang et al. 2018) enables a vast set of macrotasks to improve historical research
tasks without feedback or intervention from other crowd members. To achieve the
full potential of crowdsourcing in science, HCI researchers have also shown a variety
of scenarios in which crowd members can be engaged in advanced research tasks
such as writing a paper (Gaikwad et al. 2016; Whiting et al. 2017; Crowston et al.
2018). There are other examples of hybrid crowd-Al systems proposed for support-
ing complex scientific tasks, as can be seen in Table 5.1. To tackle the problem
of academic knowledge acquisition, PANDA (Dong et al. 2017) combines hybrid
algorithmic-crowdsourcing techniques, while SciCrowd (Correia et al. 2018a) sup-
ports research groups on data-driven research tasks (e.g., annotation of large amounts
of HCI publications) taking into account a particular research question instead of a
simple search for terms. Concomitantly, in research, we have seen systems where
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humans can annotate aspects of research papers (e.g., findings) in order to find analo-
gies through a computational model (Chan et al. 2018). Others in the community
have studied how to combine machine and crowd intelligence in systematic litera-
ture reviews (Ramirez et al. 2018). At the same time, Nguyen et al. (2015) combined
active learning, domain experts, and crowd workers to support citation screening in
systematic literature reviews. However, many aspects regarding crowd-Al interaction
have not been investigated by the HCI community intensively so far. While several
papers touch on issues of algorithmic crowd-Al hybrids, supporting research macro-
tasks was not the focus of existing literature since it has predominantly discussed
the technology driving mechanisms in microtasking scenarios with little detail on
how technology has been adopted as well as the socio-technical aspects required to
facilitate a crowd-Al integration for solving complex problems in science.

5.3 Crowd-Al Systems as a Scaffold for Complex Work

When applied to highly complex problem-solving tasks, the depth and breadth of
crowd-powered systems are far beyond the traditional definition of macrotask crowd-
sourcing. In some circumstances, they can benefit from a crowd-Al hybrid approach.
However, replicating one second of human brain activity corresponds to more than
80,000 processors and over a petabyte of system memory (Gil and Hirsh 2012). This
involves a vast set of challenges for deploying Al algorithms able to systematically
explore multidimensional data and autonomously discover patterns at large scale (Gil
et al. 2014). On reading the literature, a significant body of research exists on the
adoption of crowd intelligence as a scaffold for machine learning (Kamar 2016). For
instance, crowd-machine systems like Flock (Cheng and Bernstein 2015) combine
the strengths of human crowd workers and computer algorithms to generate hybrid
classifiers. As shown in Table 5.2, there are also some design issues that can be taken
into account in the deployment of macrotask crowdsourcing systems.

With the rapid growth of crowdsourcing, many scholars have exhaustively dis-
cussed aspects such as crowdsourced task features, quality control, crowd and crowd-
sourcer attributes, motivational factors, crowdsourcing system features, role of con-
tributors, and aggregation mechanisms, to name a few (e.g., Vukovic 2009; Geiger
et al. 2011; Dong et al. 2017). Crowd workers can collaborate explicitly to solve a
target problem by sharing structured information or building artifacts (e.g., software).
On the other hand, implicit collaboration involves “invisible” contributions such as
solving captchas and play games with a scientific purpose (Doan et al. 2011). A task
can vary in terms of complexity (e.g., routine), variety, modularity, solvability (e.g.,
simple to humans), structure, and reliability (Hosseini et al. 2014). A task may be
also difficult or expensive to automate. Task dependency represents a critical aspect
of macrotasks since crowd workers need to coordinate and build upon the contri-
butions of the other members (Schmitz and Lykourentzou 2016). Some macrotasks
(e.g., perform a qualitative study in the field of HCI) are not easily decomposable
(Krivosheev et al. 2018) and a critical factor in crowdsourcing complex work relies
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Table 5.2 Design framework of macrotask crowdsourcing systems

Dimensions of macrotask crowdsourcing systems

Characteristics of crowd-computing applications

Type of target problem
Crowdsourcing type

> Passive, Directive, Collaborative
Nature of collaboration

> Implicit, Explicit
Communication
Coordination
Modularity

> Decomposable, Non-decomposable
Complexity

> Routine, Complex, Creative
Degree of manual effort
Recruit and retain users
Combine/aggregate inputs
Quality control
Crowd size and roles
Expertise
Feedback

Application class

Predetermined purpose

Ubiquity

Persuasion

Cloud computing

Collective intelligence

Interests sharing

Latency

Integrating human inputs into Al systems
> Reasoning abilities for hybrid intelligence, Training

User interface

Architecture

Connectivity

Crowdware time-space matrix

Same place, Different places
> Virtual, Physical

Same time, Different times
> Critical, Non-critical

Implications for designing crowd-powered systems

Crowdsourcing platform features (facilities)

Timing
Scalability
Locality
Reliability
Synergy
Dependency
Automation
> Simple, Difficult
Transparency
Crowd work regulation and ethics
Anonymity and privacy

Design patterns embodied in progr i iph
Idea ecology
Web of dependencies

Intellectual supply chain
Collaborative deliberation
Radically fluid virtual organization
Multi-user games

Computing platform
> Internal, External
Type of platform
Distinguishing features/facilities
> Crowd-related interactions
> Crowdsourcer-related interactions
> Task-related facilities
> Platform-related facilities
System and technology issues
Common design patterns
Openness
> Closed, Internally open, Externally open
Ownership
> Public, Private
Highlighting data use
Technology access and proficiency of potential participants
Accessible crowd work and assistive technology

on the ability of coordinating crowds by means of reliable tasks, protocols, and feed-
back (Vaish et al. 2017). As argued by Weiss (2016), crowdsourcing approaches also
differ in terms of the type of tasks assigned to the crowd, the amount of time spent,
and the level of collaboration between members.

The behavior of a crowd in a crowdsourcing system can also vary taking into
account its architecture (Doan et al. 2011). For example, a standalone system deals
with challenges like recruiting participants and choosing their potential actions. As a
large group of individuals with a shared purpose and emotions, a crowd can be physi-
cally or virtually situated and the nature of the task is an influential factor concerning
the way in which crowd members might be engaged (Schneider et al. 2012). Previous
research has also suggested that crowd workers are classified in terms of diversity,
largeness, unknownness, underfinedness, and suitability (Hosseini et al. 2014). In
crowdsourcing research settings, possible roles include principal researcher, research
assistant, and participants or members of the crowd (Vaish et al. 2017) who have
different abilities (e.g., pattern recognition) and use computing devices to interact,
coordinate and execute tasks (Parshotam 2013). According to Bigham et al. (2015),
there are three main types of crowdsourcing. In passive crowdsourcing, crowd partic-
ipants are unknown to each other but there is the possibility of tracing their collective
behavior. Directed crowdsourcing relies on the recruitment and guidance of crowd
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members through a single individual or algorithm. In collaborative crowdsourcing,
the coordination tasks are usually performed by a group of individuals with a shared
purpose and a self-determined structure (e.g., Wikipedia*).

Concerning the characteristics of crowd-computing applications, scalability is a
key feature for crowd-Al hybrids in the sense that we need to adapt to different
situations and levels of complexity (Talia 2019). Scaling up the crowd reduces the
downtime and thus decreases the latency in crowdsourcing (Difallah et al. 2014).
The machine must also provide feedback to the user by interactively informing the
decision-making process. In a hybrid crowd-Al system such as CrowdFlow (Quinn
et al. 2010), complex crowd work outputs are used to provide feedback for machine
algorithms and thus enhance their algorithmic power. Dow and colleagues (2012)
identified key dimensions of crowd feedback, including timeliness (asynchronous,
synchronous), specificity, source (e.g., peer workers), and format. Prior research also
suggests that social transparency among crowd workers can be particularly beneficial
in crowdsourcing settings (Huang and Fu 2013). Nonetheless, such mechanisms must
be implemented with caution to prevent malicious behaviors in crowd-Al interaction
(Kittur et al. 2013).

A large body of work (e.g., Hetmank 2013; Daniel et al. 2018) has exploited the
use of new techniques for aggregating crowd inputs while controlling the quality of
the contributions and the reliability of contributors as critical factors to the success of
crowdsourcing since the responses provided by crowd members can be error-prone
and biased due to malicious (or less motivated) workers (Lasecki et al. 2014). This
calls into question a number of assumptions that lie behind the notion of “quality
control”. Daniel et al.’s (2018) investigation on quality attributes and assessment
techniques found that quality assessment methods range from self-assessment to
peer review, voting, gold standards, and feedback aggregation. Crowd participants
are usually engaged in complex work through intrinsic motivational factors (e.g., pas-
sion, enjoyment and fun, sense of community, personal achievement) and extrinsic
motivations such as financial rewards and promotion (Geiger et al. 2011). In addition,
crowd work regulation and ethics raise a lot of concerns about privacy and anonymity,
worker rights and fair wages, discrimination, and intellectual property (Hansson and
Ludwig 2018). In this kind of scenario, sensitive information about crowd workers
such as home location and hobbies can be retrieved and used improperly. Further-
more, we should state at the outset that accessible crowd work (Zyskowski et al.
2015) must be leveraged by assistive technology to support people with disabilities
and special needs.

An earlier review of the literature on the design components of crowdsourcing
platforms (Hetmank 2013) revealed a focus on the functions and operations of a
crowd-powered system as an intermediary that distributes Human Intelligence Tasks
(HITs) from requesters to the crowd workers. A crowdsourcing system also com-
prises technical attributes such as software components, functions, and data objects.
As these technologies develop, attention to the design processes that support their
outputs is essential. Developers of crowd-powered systems must pay attention to

*hitps://www.wikipedia.org/
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aspects like awareness, user interface, authentication, quality control, and workflow
support. Typically, workflow systems are deployed “ad hoc” and tailored to partic-
ular use cases (Lofi and El Maarry 2014). A crowdsourcing platform must support
actions such as recruit and evaluate crowd workers, define and assign HITs, submit
contributions, set time period, state rewards, and pay crowd workers. As argued by
Vukovic (2009), the loss of network connectivity can compromise the interaction in
real-time crowdsourcing settings where a failure may be critical to human lives, as
in the case of crisis and emergency response.

By virtue of the recent research efforts on crowd-Al hybrids, there are several
missing pieces and areas for future work. The literature on this topic is limited
and great care must be taken to aspects like task design (Vaish et al. 2015), risk of
overspecialization and failing heuristics (Lofi and El Maarry 2014), ambiguity and
systematic error biases (Vaughan 2018), and overload of crowd-generated inputs
(Barbier et al. 2012). Some requirements for crowd-Al systems include the trans-
lation of system states and operations between humans and machines by means of
contextual information (Dong et al. 2017) and the adequate support for open-ended,
complex scientific activities at different scales (Correia et al. 2018b). These concerns
are often overlooked and result from the increasing complexity of algorithms. Within
HCI, the adoption of interactive, human-guided machine learning (Gil et al. 2019)
constitutes further avenues of research into the intersection of crowdsourcing and Al
for supporting macrotasks.

5.4 Final Remarks

In this chapter, we addressed the need for handling complexity in crowd work through
the integration of crowd-Al hybrids. This approach appears to be a viable solution for
many areas. Nonetheless, we are aware of very little work that tries to characterize
such kind of combination in the context of macrotask crowdsourcing as it moves
on from its young age. In framing it as a problem, we want to explore the ways in
which the design of intelligent systems can be informed by symbiotic interactions
between crowds and machines able to completing complex tasks. The full extent of
this crowd-guided Al model will be studied in future stages of this research towards
a conceptual framework predicated on the socio-technical aspects that need to be
considered when solving complex tasks that require high levels of interdependency
and domain expertise.
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